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Abstract

We address the problem of decision tree learning from data that may be distributed across multiple
data owners while protecting the privacy of the training data and the model from each data owner. To
protect the training data, Secure Multiparty Computation (MPC) provides a very promising privacy-
preserving solution with none or minimum accuracy loss, but there is a potential privacy leakage on the
training data during model prediction or inference. To this end, existing solutions use a hybrid framework
that combines MPC and Differential Privacy (DP), where DP models are trained with MPC protocols.
The existing approaches combine MPC and DP in a naive way and often lead to models with lower
accuracy. In this work, to take the full advantage of MPC’s inherent security guarantee, we propose a
novel way of utilizing both MPC and DP that can improve model accuracy while providing the same
privacy guarantee. Our key design idea is to adopt MPC for building the entire model without leaking
any intermediate results, and then carefully calibrated noise to enforce the DP guarantee (DP-noise) is
only added at the leaf level to achieve the desired ϵ-DP. By doing so, less amount of noise is needed,
and as a consequence, model accuracy can be significantly improved. We provide formal privacy proof
of the proposed protocol and analyze the amount of required DP-noise. In addition, we implemented
our protocol in a distributed environment, and our empirical results show that our approach can indeed
improve model accuracy by up to 29% for the Adult dataset even with a small privacy budget of ϵ = 0.005
comparing to the existing solution. However, our solution is computationally more expensive, and it
trades off between accuracy and computation cost.

1 Introduction

Training machine learning (ML) models on distributed data while providing formal privacy guarantee re-
garding the training data brings a great value in various business settings. Without a privacy protection
mechanism in place, data scientists may not be able to build any ML models. Suppose that data scien-
tists want to build ML models on customer data from multiple organizations. Under the traditional and
centralized solution, customer data need to be collected and managed by a central server. Data scientists
interact with the server and perform the required computations to generate ML models. This centralized
solution may not be always possible due to privacy risks and government regulations, such as the General
Data Protection Regulation (GDPR) [30].

To address potential privacy risks, privacy-enhancing technologies have emerged as promising solutions
that can help data scientists analyze customers’ data through the ML life-cycle without revealing private
information in a distributed/federated environment. The common techniques include Federated Learning
(FL) [21, 26, 43], Homomorphic Encryption (HE) [5, 14], Secure Multiparty Computation (MPC) [44] and
Differential Privacy (DP) [9], where each of these techniques has pros and cons. In FL, while data never
leave the data owners, the resulting model can be less accurate comparing to the centralized solution.
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Additionally, intermediate model parameters may leak information about each party’s local training data.
Recent works have studied secure training of decision trees under federated learning with HE and/or MPC.
These techniques rely on cryptographic schemes and allow multiple parties to jointly train decision trees
without revealing each party’s private data. Also, they can provide as good accuracy as the centralized
solution. However, the output model may not necessarily be private and does not provide a formal DP
guarantee. It is well known that models are vulnerable to membership inference attack [28, 37]. In other
words, when models and/or prediction results are shared with data scientists or a third party, they can leak
private information about individuals in the training data.

Independently, DP decision trees have extensively studied in the context of centralized learning [25] where
decision trees are learned over training data by answering queries under DP. A resulting model that satisfies
DP can be publicly released for inference without degrading privacy loss. Because noise is introduced during
a model training to satisfy DP, there is a cost of accuracy loss. The accuracy is mainly affected by the total
privacy budget, the number of queries required to build decision trees, and the sensitivity of the queries.
Since the server, which produces the DP-trees, has access to the original data, the scheme does not work in
a federated environment where the participating parties do not want to disclose their private training data.

In order to protect the training data during both training and inference, a hybrid framework was intro-
duced in [41] that combines MPC and DP by training a centralized DP decision tree using MPC. However,
the model accuracy provided by this approach is limited to what can be achieved by the centralized DP
decision tree solutions [25, 41]. In addition, a synergy between MPC and DP is not well understood as the
two techniques are often considered as orthogonal problems. In fact, we provide a novel way of combining
MPC and DP that can provide a better accuracy than the existing approach under the same DP guarantee
while offering data privacy and model confidentiality. Overall, the existing solutions do not satisfy one or
more of the following properties:

• Data privacy: Each party’s private training data should not be disclosed during training and inference.

• Accuracy: The model should be as accurate as possible.

• Model confidentiality: This property is essential when the model has monetary value and disclosing
the model may open the door for more effective inference attacks.

• Query privacy: Query content and prediction result should be hidden from the ML service providers
since query content may contain sensitive information.

1.1 Problem Definition

We consider a cloud-assisted setting where data scientists build tree-based models using cloud computing
nodes for clients who own private data. Prediction results are shared with data scientists. Our goal is to
train a DP tree-based model as if the model were trained on a trusted server without participating parties
sharing their private training data. The proposed protocol achieves all four properties defined previously. In
order to maximize efficiency, we utilize a multi-server model where data owners/clients secretly share their
training data with three independent computing servers. Model training is performed by the servers using
secret shares, and the learned model is also secretly shared and stored at the servers. A user or data scientist
secretly shares its query with the servers who perform the required computation to derive the prediction
result in secret share format. The shares are sent to the user who then reconstructs the actual prediction
result. To summarize, we consider the following three classes of entities:

• Clients C: Each client Ci holds private training data and secretly shares its data with the cloud servers.

• Servers S: The computing servers manage secretly shared data from the clients and collaboratively
perform MPC-based training protocols. The servers also store the trained model and provide inference
service to data scientists/users.

• Users U : A user issues a query to the servers and receives shares of the prediction result. A user may
be affiliated with a client or is authorized to the inference service.
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The proposed solution works for one or more clients. When there are multiple data owners, we assume
that the data are either horizontally or vertically partitioned. The multi-server setting offers a high-level of
scalability especially when a number of clients need to build an ML model on their aggregate data. Moreover,
it works for either horizontal or vertical data partitioning scheme.

1.2 Threat Model

We consider the semi-honest model [15] where an adversary follows the protocol but may try to infer the
other parties’ private information based on its own input, output and the messages received during protocol
execution. We also assume that the participating parties do not collude. On a high level, here we briefly
emphasize how data privacy is achieved from the perspective of each entity group:

• Clients: Each client secretly shares its data with the servers and does not participate in any other
computations related to model training and inference. Thus, it cannot learn any information about
the other clients’ training data.

• Servers: They only perform computations on secretly shared data, and the original data are never
reconstructed at the servers. In addition, any intermediate results, accessible to the servers, are either
secretly shared or randomized. As a consequence, the servers cannot learn any information about the
training data, except for certain domain knowledge, e.g., the domain size of each attribute.

• Users: Because the prediction result is differentially private, the user cannot learn anything about the
training data beyond what is allowed by the DP privacy budget.

1.3 Our Contribution

Adopting the multi-server setting, we design and implement MPC protocols for training tree-based ML
models. Our protocols satisfy: data privacy, high model accuracy, and model confidentiality, and query
privacy. Our solutions work for any number of clients and users, but it requires at least three independent
computing servers to perform secret sharing based MPC computations. In summary, this work makes several
significant contributions:

• We propose a novel way of combining MPC and DP for tree based ML models that requires less amount
of noise and with provable DP guarantee.

• A formal privacy proof is provided to theoretically justify that our approach can achieve the same ϵ-DP
by only adding noise at the leaf level.

• Inspired by the high level discussions given in [8], we develop concrete and fully secure ID3 tree
generation and prediction protocols.

• Our protocols are implemented in a real distributed environment to generate extensive empirical data.
The results are consistent with our design and theoretical analysis, e.g., up to 29% accuracy improve-
ments on benchmarks like the Adult dataset.

The existing work most relevant to ours is discussed in Appendix A.

2 The Enhanced MPC+DP Framework

To completely hide all intermediate information about the data and keep the tree secret, every non-leaf node
must have the same number of branches. This can be achieved by adding dummy values to each attribute
so that every attribute Ai ∈ A has the same domain size of w = maxi |dom(Ai)|. In other words, we will
build a complete w-ary tree except for leaf nodes with |dom(A0)| labels where A0 denotes the class attribute.
Also, the stopping criterion only checks if the tree reaches the maximum depth.
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Before executing the model generation protocol, each data owner needs to locally pre-process its data. We
assume that data owners apply consistent pre-processing strategies, such at discretization, handling missing
values, etc. In addition, data integration at the servers can be tricky. Under the vertical partition scheme, the
data owners generate one hot-encodings for their attributes and then secretly share the encodings with the
three computing servers. The servers need to store the shares in the same ordering which can be guaranteed
easily even if they do not know the data schema and attribute domains. Detailed discussions on our proposed
secure tree generation and prediction protocols are provided in Appendix B and Appendix C respectively.

3 Experimental Results

We empirically evaluate the model accuracy and efficiency of our proposed ODP+FMPC-ID3 protocol
(Algorithm 1) comparing to the existing solution CDP+PMPC-ID3. We also implemented MPC-ID3
which offers identical accuracy as the non-secure ID3 and serves as the baseline for accuracy evaluation. All
implementation were written in python, and we used the MPyC library [36] for basic MPC operations. In
our experiments, we use the following three real-world datasets: Titanic [29], Heart [20] and Adult [3]. All
datasets have binary class labels. For the utility evaluation, all experiments are performed over 5 different
80-20 train-test splits. We measure the accuracy and ROC AUC on the test set. To evaluate protocol
efficiency, we run secure 3-party computations where all experiments are repeated at least 3 times on a 80-20
train-test split. We measure the runtime and the network traffic for training and inference. The network
traffic refers to the total amount of messages each party received during the computation.

• Accuracy Evaluation: To evaluate accuracy, we mainly focus on three parameters: privacy loss ϵ,
tree depth and DP mechanisms (Laplace vs. Exponential). The results are presented in Appendix D.

• Efficiency Evaluation: We show the runtime and the network traffic of training ID3 for our solution
and the existing work under a fixed ϵ of 1.0. We varied the maximum tree depth from 2 to 5 for each
dataset. The main results are given in Appendix E.

In summary, comparing to the existing solution, our proposed protocol provides between 22% to 29%
accuracy improvement. However, our solution is computationally more expensive and incurs larger amount
of network traffic.

4 Conclusion and Future Work

In this paper, we proposed a new approach for building a differentially private decision tree. Utilizing MPC to
its max, the decision tree can be kept hidden even during model prediction. As a result, our solution achieves
(1) data privacy, (2) high model accuracy, (3) model confidentiality and (4) query privacy. Furthermore, our
solution can be naturally extended to random forest model.

The main drawback of our solution is its efficiency. As a future research direction, we will explore
more efficient ways to construct a fully secure protocol for generating decision trees. One potential solution
is to design customized MPC functionalities for our specific ML application. For example, since secure
comparison has been used extensively in the sub-protocols, a more efficient secure comparison can greatly
improve the overall protocol efficiency. In addition, the efficiency of the prediction protocol could be improved
by directly using secret shares to represent attributes for the internal nodes instead of the vector indicator
representation. However, the challenge is to develop an efficient and customized equality test or attribute
selection sub-protocol. We will also investigate a tighter bound on DP guarantee of our random forest
solution. By utilizing the additional randomness among the sub-samples, we may be able to derive a more
precise DP bound for the random forest.
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A Related Work

Differentially private decision trees have been well studied in the centralized setting, including decision trees,
random forests and XGBoost [4, 7, 11–13,18,24,42]. However, in the centralized setting, a party who builds
a model is assumed to have access to the entire training dataset. Orthogonally, MPC-based decision tree
training has been studied where a model is learned on secret-shared data [1, 8, 16]. Hoogh et al. proposed
MPC-based protocols for an ID3-based tree algorithm for cases of revealing and hiding the tree [8]. Recent
works have focused on a secure CART-based tree algorithm while keeping the model secret [1, 16]. While
the training data are protected, those protocols do not provide DP guarantees and thus are susceptible to
membership inference attacks [37,45].

The combination of MPC and DP for tree-based models is considered in several works, especially in the
context of federated learning where DP is involved in various contexts. One common usage of DP is to
replace cryptographic techniques for efficiency gain. This approach is computationally efficient, but it incurs
a significant loss in utility due to the added noise to achieve local DP [23,39].
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Another usage is to train DP models in the federated setting to make them robust to membership
inference attacks, which align with our motivation [25,40,41]. Maddock et al. provided a general framework
of learning DP gradient boosted decision tree models in a federated setting [25]. Their framework uses secure
aggregation-based MPC and DP. However, since the majority operations are performed locally at each party,
DP techniques that require centralized evaluation, e.g., the Exponential mechanism, were not considered.
This can be a limitation since many DP decision tree-based algorithms require the Exponential mechanism to
provide a good accuracy. Our framework relies on a secret-sharing scheme and thus can completely simulate
a centralized DP learning in a federated setting. Wu et al. briefly introduced how to train a centralized DP
decision tree with an MPC framework in a federated setting [41]. Their approach of combining MPC and
DP during tree generation process is very different from ours (adding noise at the leaf level and producing
more accurate results), and it only works for vertically partitioned situation. Furthermore, they do not have
an implementation and empirical evaluation of the hybrid framework of MPC and DP and thus efficiency of
the framework was not clear.

Another essential and often overlooked aspect is that when analyzing DP guarantee, the existing work
on DP-tree models neglects the fact that the tree structure itself can reveal information about the training
data, and their DP analyses ignore the impact of the tree structure. Therefore, the existing solutions may
not achieve the expected DP guarantee. As far as we know, there is no existing work that comprehensively
analyzes the connection between MPC and DP for decision trees from the perspective of privacy, accuracy
and efficiency. This is because MPC and DP are often considered orthogonal problems. However, we will
show that the existing way of combining MPC and DP can result in sub-optimal performance. In addition,
by taking advantage of the inherent privacy guarantee of an MPC protocol, we will theoretically demonstrate
that adding noise to the leaf nodes (and less noise overall) is sufficient to achieve the same level of DP while
simultaneously improving accuracy comparing to the existing approaches.

B The Tree Generation Protocol

We adopt the following notation conventions:

• [x]: secret shares of x, and we use bold lower case letter to represent a vector: [xi] represents the shares
of its i-th component of vector x. We also use capital letter to represent a multi-dimensional data or
a vector.

• D: the dataset represented as a set of one-hot encodings. D is three-dimensional: Di,j,k represents the
k-th component of the j-th one-hot encoding of the i-th attribute. In other words, Di is matrix and a
collection of one-hot encodings for attribute Ai.

• T : a binary vector representing if a tuple is in a dateset.

• R: a set of attribute indices (excluding class attribute index 0) and R a binary vector of size |R|
indicating the available attributes for the current recursive call.

• h: the tree depth is bounded by 1 ≤ h ≤ |A − {A0}|.

• [x] • [y]: represent a secure dot product between two secretly shared vectors.

• [x]× [y]: represent secure component-wise multiplications between two secretly shared vectors.

The key steps of our tree generation protocol (Algorithm 1) include:

• Compute the class partitions and frequencies (Steps 5-8): derive a binary vector Ci for each
class i. Ci,j = 1 implies the j-th tuple belongs to class i, and 0 otherwise. These vectors are used to
derive class frequencies which are stored in τ . Each frequency is DP randomized.

• Check the stopping condition and derive the majority class (Steps 9-11): When h reaches 0,
the protocol computes the majority class returned as the leaf label.
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• Compute the quality scores (Steps 12-14): the Ci vectors derived from the previous steps are
used by the MAX protocol (Algorithm 2). At step 14, the scores for the available attributes are kept
unchanged, but the scores for the other attributes are set to 0 so that these attributes would not be
chosen for the current node.

• Select the best attribute and its encoding (Steps 15-19): the argmax protocol returns the index
of an attribute whose quality score is the maximum. At step 16, the index is converted into a vector
representation using the Indicator protocol (see Algorithm 3 for detail). Then one hot encodings of Ak

are retrieved and stored in X.

• Partition the data and recursively build sub-trees (Steps 20-22): At step 21, [T ]× [Xi] produces
a binary vector that represents the data partitioned based on Ak,i. [R] − [k] means that the chosen
attributed is removed from further consideration. Then a sub-tree is built with each data partition
with tree height reduced by one.

Note that the dummy values are represented as zero vectors. As a result, they have no effect on the MAX
protocol, and the quality scores for all attributes are unaffected by the dummy values. Although the resulting
tree model has branches generated from these dummy values, they do not interfere with or affect the result
of model inference tasks according to our prediction protocol. Section C provides more details.

Quality metric. There are various quality metrics that determine the best split. While popular metrics
are information gain or Gini index, some works explore the median or the max operator. In the context
of DP, since the choice of quality metrics affects the model accuracy, the max operator, which has a lower
sensitivity, has shown to have a better performance than the other metrics [13]. For this reason, we consider
the max operator as the quality metric for choosing the best split attribute. The max operator corresponds
to the misclassification rate by picking the class with the highest frequency, which has the sensitivity of 1:

q(D,Ai) =
∑
j∈Ai

maxc∈A0

(
DAi,j

•DA0,c

)
(1)

The MAX protocol presented in Algorithm 2 is our MPC implementation of the max operator according to
Equation 1.

B.1 Complexity Analysis

For MPC protocols, the asymptotic complexity is often based on the number of secure multiplications (SM).
Since secret sharing based secure addition does not require any communication, its complexity is negligible
comparing to SM. First, we analyze the complexity for each sub-protocol, and let l represent the share size
in bits:

• argmax([x]): this protocol can be implemented using |[x]| − 1 secure comparisons (SC), each of which
has a complexity of O(l). Thus, the complexity for argmax is O(l|[x]|).

• MAX([Di], [C], u, w) → [γi]: since Ci has a size of n, each secure dot product requires n SMs. There
are u dot products. The max protocol (step 2 of Algorithm 2) can be implemented using u − 1 SCs.
As a result, the total complexity for the MAX protocol is O((n+ l)wu).

• Indicator(m, [k]) → [k]: the protocol requires m SCs, so it complexity is bounded by O(lm).

Next we estimate the complexity of each major component:

• Steps 5-8: there are u component-wise secure multiplications with size n each, so that complexity is
O(nu).

• Steps 9-11: the size of τ is u; thus, the complexity is bounded by O(lu).
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• Steps 12-13: since MAX is called m times, the complexity is O(m(n+ l)wu).

• Step 14: requires O(m) SM operations.

• Step 15: the size of γ is m; thus, the complexity is bounded by O(lm).

• Step 16: the complexity is O(lm).

• Steps 17-19: there are wn secure dot products of size m, so the complexity is bounded by O(mnw).

• Steps 20-22: there are w recursive calls, and before each call, a secure component-wise vector multipli-
cation is performed. As a result, the complexity is bounded by O(nw) before performing the recursive
calls.

It is clear that the complexities at steps 12-13 dominate the rest of the protocol before each recursive call.
In addition, since the vector sizes do not change for all recursive calls, the total complexity is bounded by:
O
(
wh−1m(n+ l)wu

)
, for 1 ≤ h ≤ m.

B.2 Privacy/Security Analysis

As stated before, our solution achieves (1) data privacy, (2) high model accuracy, (3) model confidentiality
and (4) query privacy. For high model accuracy, we will demonstrate it in two ways: theoretically prove
less noise is needed to achieve the same level of DP, and empirically justify the accuracy improvement using
three real world datasets. For the others, we need to prove the following:

• The training data are not disclosed when building the tree.

• The final tree model and user queries are never disclosed during prediction.

• The tree is ϵ-DP.

The first two are straightforward to prove since we adopt the standard MPC functionalities to implement
the MPC-DP mechanisms and the MPC-decision tree generation. Intuitively speaking, nothing is disclosed
during model generation and prediction, except that a user obtains the final prediction result. As long as
the servers follow the protocol and the secret sharing scheme is secure, so does our protocol. On the other
and, since our way of combining DP and MPC is new, we need to prove the resulting protocol satisfies ϵ-DP.
The key idea is to show that when the tree structure is hidden, adding less amount of noise to the leaf nodes
is sufficient to achieve the same level of DP comparing to the existing solution where DP noises are also
added to the attribute selection process for the internal nodes. Let T1 and T2 are two decision trees with
the following properties:

• T1: The tree structures are completely hidden including the leaf labels. In addition, before leaf labels
are derived, noises are securely added to achieve ϵ-DP. During prediction, the users only learn the
predicted result. The entire process can be achieved using MPC. (Note that T1 may be more private
than ϵ-DP since the leave labels are hidden.)

• T2: The tree structures are known but noises are added during tree generation process to achieve ϵ-DP.
More specifically, MPC techniques are adopted to compute the scores for each attribute. Using MPC,
noises are securely added to the scores before selecting the best split or attribute. After the selection,
the chosen attribute is disclosed. Then the process repeats to build the rest of the tree. For prediction
purpose, the DP-tree can be shared with the users.

It is well-known that when an adversary has black-box access to a decision tree model, the adversary can
reconstruct the tree with very high accuracy by using a number of queries and their prediction results. As a
result, we may ask that even though T1 is completely hidden from anyone, is it still possible for an adversary
to reconstruct another tree T̂1 (with black-box access to T1) that is less private than T1 or T2? The short
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answer is no because when deriving T1, we followed the sequential composition theorem and all intermediate
computations and results are implemented using MPC protocols. If T̂1 is less private than T1 or T2, then
either the composition theorem is incorrect or the MPC protocol leaks non-negligible information. A more
formal analysis is given next.

B.2.1 T1 is ϵ-Differentially Private

Here we prove that adding ϵ-DP noise at each leaf node independently guarantees T1 is ϵ-DP. Let f be the
mechanism that securely selects the best attribute for the internal nodes of T1:

• f([D⃗], [Λ⃗])→ [D⃗l], [D⃗r], [Λ⃗l], [Λ⃗r], [a], [ta]

Without loss of generality, we assume each attribute splits the data into two partitions: left and right denoted
by D⃗l and D⃗r respectively. All D⃗, D⃗l and D⃗r are binary vectors with the same size bounded by the size
of the dataset, and the [ ] notation indicates the vectors are secretly shared component-wise. Λ⃗, Λ⃗l and Λ⃗r

are also binary vectors with the same size determined by the number of attributes. The chosen attribute is
denoted by a with threshold ta. All inputs and outputs of f are secretly shared, and the height of the tree is
fixed to a public parameter h indicating the tree has 0, 1, . . . , h layers. D⃗l and Λ⃗l (or D⃗r and Λ⃗r) are inputs
to build the left (or right) branch of the sub-tree rooted at a. [a] and [ta] are the actual output of each tree
layer. Let g be a function for the leaf node:

• g([D⃗])→ [c]

where D⃗ represents a set of tuples at the current leaf node and c is the class label for this node. The class
label is chosen using the Laplace mechanism with privacy budget ϵ and sensitivity 1. Both D⃗ and c are
secretly shared. Based on f and g, we define a layer function L as follows:

• Lk = ⟨fk
1 , . . . , f

k
2k⟩, for k ∈ {0, h− 1}.

• Lh = ⟨g1, . . . , g2h⟩.

Each layer is a parallel composition of either the f or the g functions. Next we show f is 0-DP. Suppose
D⃗ and D⃗′ represent two neighboring datasets with the same vector size. ( Note that we can always make
them the same size by adding a dummy entry to the smaller vector.) The f function produces the following

outputs on the two neighboring datasets D⃗ and D⃗′:

• f([D⃗], [Λ⃗])→ [D⃗l], [D⃗r], [Λ⃗l], [Λ⃗r], [a], [ta]

• f([D⃗′], [Λ⃗′])→ [D⃗′
l], [D⃗

′
r], [Λ⃗

′
l], [Λ⃗

′
r], [a

′], [ta′ ]

The output of f are secret shares from the same domain F . Since secret shares are uniformly random in F ,
the adversary cannot tell the difference between the two outputs. That is:

• Pr(f([D⃗], [Λ⃗]) ∈ F) = Pr(f([D⃗′], [Λ⃗′]) ∈ F)

This implies that ϵ = 0 and f is 0-DP. In addition, since the layer function Lk is a parallel composition of
independent calls of f , the output distributions of Lk on two neighboring datasets are the same. Therefore,
Lk is also 0-DP. The same analysis is applicable for g and Lh, and we conclude Lh is 0-DP. Let p be the
prediction function:

• p([T1], [τ ])→ cτ

where [T1] indicates the secret shares of T1, a collection of outputs from each layer function Lk, Lh, and τ is
a secretly shared user record. cτ is the classification result only known to the user. Because the class labels
are ϵ-DP, based on the robustness to post-processing property of DP, the prediction result is ϵ-DP, and so
does T1.

Another important consequence of the above proof is that since noise is only added at the leaf level, the
total amount of noise added to the tree in our approach is significantly less than the existing solution. The
empirical evaluation is presented in Section 3.
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Algorithm 1 ODP+FMPC-ID3([D], [T ], [R], R, h, ϵ)→ {[k], {[tr1], . . . , [trw]}}
1: u← |[D0]| ▷ the number of classes
2: m← |R| ▷ the number of attributes
3: n← |[D0,0]| ▷ the number of tuples
4: w ← |[D1]| ▷ the domain size of each attribute
5: for i← 1 to u do
6: [Ci]← [D0,i]× [T ] ▷ tuples belong to class i
7: [τ i]←

∑n
j=1[Ci,j ] ▷ the size of class i

8: [τ i]←MPC-LM([τ i], ϵ, 1) ▷ DP class sizes

9: if h = 0 then
10: [ci∗]← argmax([τ ]) ▷ the class with the largest size
11: return {[ci∗]} ▷ the leaf label

12: for i← 1 to m do
13: [γi]← MAX([Di], [C], u, w) ▷ the i-th attribute’s score

14: [γ]← [γ]× [R] ▷ keep the scores of available attributes
15: [k]← argmax([γ]) ▷ the attribute index with the max score
16: [k]← Indicator(m, [k]) ▷ converting k into a vector format
17: for i← 1 to w do
18: for j ← 1 to n do
19: [Xi,j ]← [D1,i,j , . . . , Dm,i,j ] • [k] ▷ encoding of Ak

20: for i← 1 to w do
21: [Ti]← [T ]× [Xi]
22: [tri]← ODP+FMPC-ID3([D], [Ti], [R]− [k], R, h− 1, ϵ)

23: return {[k], {[tr1], . . . , [trw]}}

Algorithm 2 MAX([Di], [C], u, w) → [γi]

Require: [Di] is a set of w one-hot encodings of Ai. [C] is a set of binary vectors, and [Cj ] indicates if
a tuple belongs to class j. w defines the domain size of all attributes, and u indicates the number of
classes.

1: for j ← 1 to w do
2: [τ j ]← max([Di,j ] • [C1], . . . , [Di,j ] • [Cu])

3: [γi]←
∑w

j=1[τ j ]
4: return [γi]

Algorithm 3 Indicator(m, [k]) → [k]

Require: m specifies the number of attributes, and k is a positive integer in {1, . . . ,m}.
1: for i← 1 to m do
2: [ki]← Equal(i, [k]) ▷ check if k is equal to i

3: return [k]

C The Prediction Protocol

Let A = A0, A1, A2, A3, A4, A5 where A0 is the class attribute. Ignoring the class attribute, the rest can be
represented as indicator vectors {10000, 01000, 00100, 00010, 00001} from A1 to A5 respectively. Suppose that
each attribute Ai has three values represented by {100, 010, 001}, corresponding to {ai1, ai2, ai3} respectively
or the tree branches from left to right. Let Γ = {Γ1,Γ2} = {Γ1, {Γ21,Γ22,Γ23}} represent a decision tree
where Γ1 is the root attribute and Γ2 is a set of children nodes of Γ1. If Γ1 is a leaf node, then it is set
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to c, one of the class labels; otherwise, it is defined recursively. As an example, a partial tree is given in
Figure 1. The complete tree is full 3-nary tree; that is, each internal node has three branches. Due to space
limitation, we only present part of it. According to the figure, Γ1 represents A2 as the chosen root of Γ, then
Γ21, Γ22 and Γ23 correspond to the sub-trees rooted at A1, A3 and A5 respectively. Γ1 is represented using
A2’s indicator vector 01000. Let a tuple t = [2, 3, 3, 1, 1] represented as a 3-by-5 matrix:0 0 0 1 1

1 0 0 0 0
0 1 1 0 0


ti indicates the i-th row of the matrix, and |ti| gives the number of attributes. The number of rows in
t is denoted by w specifying the domain size of each attribute. In this example, |ti| = 5 and w = 3.
The prediction protocol is given by Protocol 4. It derives the class label of a secretly shared record t

A2

A1

a21

A3

a22

A5

A1

c1

a11

c2

a12

c1

a13

a51

A3

a52

A4

a53

a23

Figure 1: A partial decision tree

Algorithm 4 Predict([t], [Γ]) → [c]

Require: [t] secret shares of a tuple being classified, [Γ] secret shares of the decision tree, and w denotes
the number of attributes.

1: if |[Γ]| = 1 then
2: return [Γ]

3: [Γ1], [Γ2]← [Γ]
4: for i← 1 to w do
5: [f i]← [ti] • [Γ1]

6: for i← 1 to w do
7: [ci]← Predict([t], [Γ2i])

8: [c]← [f ] • [c]
9: return [c]

recursively. The tree Γ is also secretly shared based on its smallest elements. For example, Γ1 is secretly
shared component-wise of A2’s indicator vector at the top level of the tree. This recursively applies to the
other levels. At the leaf level, the class label c is secretly shared. The tree structure, a complete w-nary tree,
is preserved, so that we can easily check if Γ is a tree or a leaf node. At step 1 of the protocol. |[Γ]| = 1
indicates that [Γ] is a leaf node, and it is returned as the leaf label. Otherwise, [Γ] is decomposed into two
components [Γ1] and [Γ2]. At steps 4-5, the protocol retrieves the correct attribute at the current root whose
values serve as flags to indicate the right prediction path. At steps 6-7, the protocol makes w recursive calls
on the sub-trees. At the end, the results from each sub-recursive calls are combine to produce the shares of
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the class label. The key observation is that there is only one path in the tree whose associated f i values are
all one. Thus, the results from all other paths are 0, and the result from the correct path is preserved.

D Accuracy Evaluation

To evaluate accuracy, we mainly focus on three parameters: privacy loss ϵ, tree depth and DP mechanisms
(Laplace vs. Exponential).

D.1 Varying Privacy Loss

We evaluate the accuracy and the ROC AUC of different variants of the ID3 algorithm. Figure 2 shows the
relationship between model utility and the privacy loss ϵ with various datasets under the fixed tree depth.
For Titanic, Heart, and Adult, the maximum depths are set to 4, 3, and 5, respectively. Regarding the
privacy loss parameter, for Titanic and Heart, the values of ϵ are varied from 0.2 to 2.0. For Adult, a larger
dataset, the values of ϵ are varied from 0.005 to 1.0. We did not use smaller ϵ values for Titanic and Heart
because ϵ less than 0.2 would make the accuracy below 0.5 which causes the model useless.

The plots compare the accuracy of our proposed solution ODP-FMPC-ID3 against that of the existing
solution CDP-PMPC-ID3 under the same ϵ-DP guarantee, benchmarking with MPC-ID3. Note that the
accuracy of MPC-ID3 matches that of non-private centralized learning. As observed in Figure 2, the accuracy
of our solution consistently performs better. For example, when ϵ = 0.2, our solution produced an accuracy
of 0.71 and ROC AUC of 0.71 for Heart. Whereas, under the same ϵ, the existing solution generated an
accuracy of 0.575 and ROC AUC of 0.572. This amounts to 23.5% and 24.1% improvements respectively. For
the Adult dataset, ϵ = 0.005, our solution produced an accuracy of 0.755 and ROC AUC of 0.65. However,
under the same ϵ, the existing solution only generated an accuracy of 0.585 and ROC AUC of 0.525. Thus,
our solution amounts to 29.1% and 23.8% improvements. For Adult dataset, when ϵ is between 0.1 and
1.0, our approach even outperforms the non-private centralized learning. This would be the effect of the
randomness introduced by DP, acting as regularization. Our solution performs better as ϵ gets smaller.

D.2 Varying Tree Depth

We also evaluate the model accuracy with different tree depths, which is shown in Figure 3. We measure
ROC AUC under a fixed ϵ while varying the tree depths from 2 to 5. We use ϵ = 0.2, 0.2, 0.1 for the three
datasets Titanic, Heart, and Adult respectively. The performance trends are the same for other ϵ values and
the accuracy metric.

In DP decision trees, the tree depth affects model accuracy. As a tree becomes deeper, training samples
at each leaf node become very small and thus can hinder accuracy. Because DP leaf updates are based on the
frequency of the class counts, smaller counts are susceptible to DP noise. As seen in Figure 3, since Titanic
and Heart are smaller datasets, increasing the tree depth greatly lowers the model accuracy. However, for
Adult dataset, since the data size is much bigger, under the chosen ϵ = 0.1, increasing the tree depth from
2 to 5 does not degrade the accuracy. It simply requires a deeper tree to learn a model. On the other hand,
this is not the case when using much smaller values of ϵ.

As also shown in Figure 3, our solution consistently provides a better accuracy for each of the maximum
tree depths. In the existing solution, the privacy loss budget is split across different heights of tree. Thus,
each node of the tree gets a budget of ϵ/(h + 1), where h is the maximum depth of the tree. Whereas, for
our proposed approach, the full privacy budget ϵ is used for each leaf node. As a result, our solution is more
robust to the maximum depth.

D.3 Comparison between Laplace and Exponential

In the previous results, we use the Laplace mechanism for DP leaf updates for both approaches. Here,
we additionally show the model accuracy when using the Exponential mechanism. While Fletcher et al.
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(a) Titanic - Accuracy (b) Heart - Accuracy (c) Adult - Accuracy

(d) Titanic - ROC AUC (e) Heart - ROC AUC (f) Adult - ROC AUC

Figure 2: Model accuracy vs. privacy loss budget ϵ

(a) Titanic (b) Heart (c) Adult

Figure 3: Model accuracy vs. tree depth
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(a) Titanic (b) Heart (c) Adult

Figure 4: Accuracy comparison on different DP leaf update methods

suggested an advantage of the Exponential mechanism against the Laplace mechanism for multi-class random
forest models [12], as far as we know, there is no consensus on which DP algorithm performs the best. In
fact, recent works use the Laplace mechanism for leaf updates [7, 18].

Figure 4 compares the accuracy of the Laplace mechanism and that of the Exponential mechanism,
varying privacy loss ϵ from 0.2 to 2.0 for Titanic and Heart and 0.005 to 1.0 for Adult. Similar to Figure 2,
the maximum depth is fixed for each plot, where h = 4, 3, 5 for Titanic, Heart, and Adult respectively. For
both approaches, the Laplace mechanism provides a better accuracy than the Exponential mechanism by up
to 5%. While with large values of ϵ, there is no huge difference between the two DP mechanisms, with small
values of ϵ, the Laplace mechanism consistently outperforms the Exponential mechanism.

E Efficiency Evaluation

We show the runtime and the network traffic of training ID3 for our solution and the existing work under
a fixed ϵ of 1.0 in Figure 5. We varied the maximum tree depth from 2 to 5 for each dataset. For each
approach, we have the two variants of the leaf update method, the Laplace mechanism-based update and
the Exponential mechanism-based update.

Overall, our solution is computationally more expensive for both runtime and network traffic. It relies on
the full MPC-based ID3 functionality, which is computationally more expensive than the partial MPC-based
ID3 used in the existing work. Especially, our approach builds a completely oblivious tree where every
non-leaf node has w branches, where w is the maximum domain size. Thus, the runtime and the network
traffic greatly increase as the depth of the tree increases. This is the tradeoff between accuracy and efficiency,
where a high accuracy observed in the enhanced framework was achieved by the computationally expensive
full MPC protocol that can hide the model. Building efficient MPC-based decision trees are independent of
our work, and it is still an active research area.

In addition, Figure 5 compares the efficiency of the MPC-based Laplace mechanism and the MPC-based
Exponential mechanism. While there was no clear distinction for the existing approach, we observed that
for our solution, the Laplace mechanism incurs less runtime and network traffic than the Exponential mech-
anism. The gap becomes very noticeable as we increase the maximum depth. The MPC-based Exponential
mechanism requires a number of MPC operations, including a very costly secure exponentiation evaluation.
The detailed cost analysis on MPC can be found in [10].
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(a) Titanic - runtime (b) Heart - runtime (c) Adult - runtime

(d) Titanic - network traffic (e) Heart - network traffic (f) Adult - network traffic

Figure 5: Efficiency vs. tree depth
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