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Abstract

Ensuring individuals’ privacy while allowing for col-
laborative data sharing is crucial for organizations. One
approach to this is synthetic data generation, which gen-
erates synthetic data that fits the statistical properties of
private data. Although many techniques have been devel-
oped under differential privacy (DP), most of them are
based on the assumption that the data is centralized. In
practice, data is often distributed among multiple clients
in a distributed setup. To achieve distributed DP data
synthesis, we designed a secure multi-party computation
(MPC) protocol. We identify that estimating the joint
distribution of distributed datasets is a key efficiency bot-
tleneck. To overcome this, our MPC protocol takes advan-
tage of information already leaked by DP to achieve a lin-
ear communication complexity in the number of records
and constant rounds of communication. Then, we extend
this protocol to an end-to-end framework that supports
the classical “Select-Measure-Generate” paradigm for
DP data synthesis. We instantiate the distributed version
of two state-of-the-art central methods, PrivSyn and AIM,
to demonstrate the flexibility of our framework. Our ex-
periments also demonstrate that our solution achieves
up to four orders of magnitude better efficiency than the
existing distributed method.

1 Introduction

Differentially private (DP) synthetic data generation
(SDG) aims to create a realistic artificial dataset that
shares a similar statistical property as the original dataset.
Such datasets can be used to support arbitrary down-
stream data analysis tasks without additional privacy loss
since they are post-processing. Almost all DP SDG meth-
ods focus on the centralized setting [14, 15, 21, 22],
where each data owner can only generate synthetic
datasets on their own. But in practice, data is often dis-
tributed among multiple clients in a distributed setup. For

example, a patient’s blood pressure and their economi-
cal situation may be held by two different organizations
(hospitals and banks), and requiring the two organiza-
tions to separately generate datasets would result in the
correlation between the two metrics being completely
lost. In this work, we focus on this kind of vertical set-
ting where different clients hold different attributes of
the same individuals.

Several methods have been proposed to address this is-
sue for the distributed DP SDG problem [13, 17, 18]. One
branch of these methods follows the idea of federated
learning that modifies the local generation and aggrega-
tion rules to overcome heterogeneity but this results in
reduced utility of generated datasets [13]. Another branch
is MPC-based, mirroring the entire generation process
in the centralized setting with MPC protocol [17, 18],
but they suffer from efficiency bottlenecks of comput-
ing two-way marginals, i.e., the joint distribution under
two different attributes. The protocol to compute a two-
way marginal has a communication complexity of O(nu),
where 7 is the number of records, and « is the domain
size of this two-way marginal. We follow the MPC line of
work and propose a significantly more efficient method
that reduces the communication complexity to O(n).

Specifically, we first make the observation that to com-
pute a two-way marginal (the efficiency bottleneck), we
can leverage the sort-and-count strategy to first sort the
two columns to group the same value combination to-
gether and then count the frequencies with a single pass.
This can reduce the communication to O(nlogu). Next,
we observe that the information leakage in the one-way
marginals allows us to reveal the shuffled columns to
servers without any privacy loss. This observation fur-
ther improves the efficiency of secure sorting. Finally,
the complexity of the communication is reduced to O(n).
Empirically, on the real-world dataset UCI Adult [3],
we can estimate a two-way marginal within 5 seconds
and about 59 MB of communication while the existing
method CaPS [17] takes 80 seconds and 14,082 MB of



communication. As for end-to-end performance, we can
generate synthetic datasets with 91 two-way marginals
in about 11 minutes.

2 Preliminaries

We consider a dataset D with n rows and m columns.
Each row i in D represents a user indexed by a unique
identifier id; (1 <i < n). Each column j in D represents
an attribute Att ; (1 < j < m). The domain of attribute
Att ; is denoted as U, with size |U;| = u; (wlog, each
domain U; has been encoded as integers {1,...,u;}).

Marginal-based Data Synthesis. The synthesis of tabu-
lar data relies on a set of marginals with DP guarantee to
guide the generation of a synthetic dataset. A marginal
is a projection of D into low-dimensional synopses. A
one-way marginal M, is the histogram over the domain
1, of attribute Att, in column a. A two-way marginal
I('/Ia’b is the histogram over all the possible value combina-

tions under the joint domain U, x U, of attributes A_ita
and A_"ctb. Typically, one-way and two-way marginals
are sufficient to depict the distribution of the original
dataset [14, 15, 22].

Select-Measure-Generate Workflow. Recent meth-
ods [14, 15, 22] for private tabular data synthesis fol-
low a three-step “Select-Measure-Generate” workflow
to achieve a good balance between privacy and utility.
(1) Select. Due to DP constraints, we focus on marginals
that give the most information. Typically, this involves
selection from all one-way marginals l\7|a and two-way
marginals I\_)Ia’b for each pair of columns a # b. A score is
defined to quantify how much information each marginal
can contribute. (2) Measure. Apply the Gaussian mecha-
nism to measure each selected marginal. Since marginals
are histograms, adding DP noise to it is ‘DP-friendly’.
(3) Generate. Run an algorithm to generate a synthetic
dataset that follows the distribution of the measured
marginals, which is a post-processing.

In our task, we assume the vertical distributed setting,
where each of the m clients {Cj,...,Cy, } only holds a sin-
gle column corresponding to an attribute, denoted as A_fti.
The clients hope to generate a synthetic table D’ that
preserves the statistical distribution of D while ensuring
that their respective private columns remain private. Note
that the domain of each column is assumed to be public
(e.g., the possible genders and income ranges), whereas
only the values within each column are viewed as pri-
vate. We assume three non-colluded semi-honest servers
Py, P, P; to collect the secret shares of columns provided
by clients. The servers then run the MPC protocols that
securely compute the process of Select and Measure and
output the selected DP marginals.

3  Our Approach

We start with a protocol to estimate the secret shares of
two-way marginals. Then, we extend this core protocol
to support two SDG methods in the distributed setting
to demonstrate its scalability in the “Select-Measure-
Generate” workflow. In the following part, we denote
(x) as the secret shares of variable x, and (X) as a vec-
tor containing secret-shared variables. All the operators
applied to these variables refer to an MPC sub-protocol,
achieving the same functionality as these operators. We
describe the MPC primitives used in this paper in Ap-
pendix A.

3.1 Efficient Marginal Estimation

Existing work [17] computes each two-way marginal
M, » by traversing two columns (Att,) and (Att,). For
each record, it enumerates all the entries in the two-way
marginal (I\ﬂ/la’;,) to update the frequencies. Assuming the
size of cross-domain U, x Uy, is ug p, this MPC protocol
has a communication complexity of O(nup).

Estimation with Sort-and-count Strategy. To avoid
heavy linear-scan on |\7Ia7h, we can leverage the proto-
col for frequency estimation in [2], namely, the Sort-
and-count protocol. The main observation is that if a
vector containing n elements is already sorted, then
the same elements are grouped together, and we can
count the frequency of each value with only O(n) se-
cure operations. In our task, the key for sorting is set as
Kapli] = Atty[i] - g + Atty[i, for 1 < i < n, which means
we treat A_ita as the lower bits of the key and Attb as
the higher bits of the key K. Then, we obtain the permu-
tation p,j of sorting by key Iz',hb and apply it to obtain
pu7b(A1ta) and pa_,;,(AHtt;,). By doing so, we can group the
same value combination together and then count the fre-
quency with only O(n) communication. For the sorting
part, if we use the existing state-of-the-art radix sorting
protocol [1] to implement the sorting part, we can achieve
O(nlogu, ;) communication complexity for estimating
a two-way marginal I\ﬂ/lai;,.

Improved Secure Sorting with DP Leakage. It is obvi-
ous that the efficiency bottleneck of the Sort-and-count
strategy lies in the secure sorting. We further improve
this part to achieve O(n) communication complexity. Our
intuition is that if the histogram on a vector is already
known, then revealing this vector to a server only leaks
the order information. Following this observation, we
require each client C; to append dummy elements to
his local column Att; to make the histogram (one-way
marginal) on this vector satisfy DP. Then, when esti-
mating two-way marglnal I\/Ia b» it is secure to reveal the

column Atta or Attb to a server if the elements in this



column have been shuffled. Since the “Select-Measure-
Generate” workflow itself requires publishing the DP one-
way marginals, revealing the shuffled columns Att, and
A_"ctb is identical to publish the DP one-way marginals,
i.e., the server cannot know more information than what
“Select-Measure-Generate” workflow allows.

Below, we describe the process of our protocol.

1. Setup. Before sharing the private columns, each client
C; samples u; noise samples from the discrete Gaus-
sian distribution: for 1 < j <u;, n; j ~ N(c1) with
standard deviation 1 and appends m; ; + s lines of
record {j} to the end of the column Att;. Here, s is a
sufficiently large positive number, which serves as a
public parameter to ensure that 1; ; + s is a positive
number since we can only append items to a column.
Otherwise, the frequencies of some values will be-
come negative and cannot be represented in a vector.
Meanwhile, C; creates a flag vector F If the j-thel-
ement in Att, is dummy, then F, =0, else F =1.At
last, each client C; secret-shares /-\tt and F and sends
to servers Py, P>, P3.

2. DP One-way Marginals. Each client C; first locally
computes the one-way marginal M i. Then, C; adds
the noise vector 1); = {Ni1,...,MNiy } to marginal M;
and obtain the DP one-way marginal M;. Finally, the
client C; publish M; to all the servers.

3. Shuffle. To compute a marginal l\7|a7b, servers first
pad additional dummies to ensure AEta and A_{tb have
the same length. We use n, to denote the length of
Att, and n, to denote the length of Att,. For example,
if n, < np, we append (n, —n,) x {_L} at the end of
(Ajcta> and (np —n,) x {0} at the end of (Fa> Then,
the servers run a secure shuffling protocol to shuffle
(Att,), (Atty), (F,) with a common random permuta-
tion (now all the entries in (F,) and (F,) are equal, so
we only use ( a))- Now we have n =n, = np,.

4. Local sort and Secure Permutation. We first re-
veal the column m(Att,) to server P, who then
locally computes the permutation p, that can sta-
bly sort T(Att,). P then secret-shares the sorted
column p, o E(A_’Eta) to other servers and treat
pq as the input of a secure permutation proto-
col [1], which securely permutes T(Atty) and T(F,).
Now, we already have three permuted secret vec-
tors (p,om(Att,)), (psom(Atty)) and (p,om(F,)).
The next step is revealing p,om(Att,) to server
P>. Similarly, P, compute the permutation p, that
securely sorts p, oT(Atty) and then use pj to se-
curely permute (p,oT(Att,)) and (p,om(F,)). At
the end of this step, we obtain (pj o p, o T(Att,)),

{Ppo Pa on(Ajcth)> and ( Db © Pa on(F )), which are
identical to sort Atta, Attb and F using Attb as the
first key and Att as the second key. Now, we have
grouped the same value combination together.

5. Count and Compaction. In this step, we com-
pute the two-way marginal <|\7|¢,7h> given the sorted
columns (Att,), (Att,) and flag vector (F,). We ini-
tialize a binary vector (B) of size n and compute
the prefix sum as: (y[i]) < 23:1 (Fa[j]). Then, for
1 <i<n-1 in parallel, we compute (B[i]) + 1 —
EQ((Atty[i]), (Atty[i 4 1])) and set (B[n]) < (1). Now,
the vector (B) marks all the “last elements” at the end
of their groups. At last, we run a secure compaction
protocol. For each i such that (B[i]) = 1, the com-
paction moves the corresponding prefix sum (¥[i]) to
the head of vector (¥). Finally, for 2 <i <u,;, we set

<'\:/|“vb[i]> as: <fﬂa,b[i]> — (i) = (/[i—1]) and set
(Mau[1]) < O/[1]).

Communication Cost. In step 2, we rely on calling the
secure shuffling protocol three times to shuffle the vec-
tors Attg, Atty, and F,. After locally sorting each column,
we use secure permutation twice to apply the permuta-
tion to another attribute column and the flag vector. In
the three-server semi-honest setting, the secure shuffling
has a communication complexity of O(n) and a constant
number of rounds. For the secure permutation, it can be
implemented with two times of secure shuffling [1]. In
step 3, all the prefix sums can be computed with the lo-
cal addition of secret shares. All the computations of
the secure equality test EQ((Att,[i]), (Atty[i+ 1])) is per-
formed in parallel. At last, we can set the key as (B)
to sort the payload (¥). Since (B) is a boolean vector,
applying radix sorting here only incurs O(n) communica-
tion and constant rounds. At last, we can assume that the
number of dummy items padded to each column is much
smaller than the original length of the column. Thus, all
the linear time operation on the column still has a com-
munication complexity of O(n). To sum up, the secure
estimation of two-way marginals has a communication
complexity of O(n) and a constant number of rounds.

Security and Privacy Proof Sketch. Our security proof
relies the ideal-real world paradigm [9]. In the ideal
world, the functionality outs the DP one-way marginals
and the shares of two-way marginals. In the real world,
the additional views are the shuffled vectors T(Att,) re-
vealed to P; and the p, o n(A_’Etb) revealed to P>. These
views can be simulated by the DP one-way marginals M,
and M, output in Step 2. To simulate T(Att,), the simu-

— /
lator can construct a vector Att, based on the one-way
marginal M, and then shuffie it with a random permuta-

=/ -
tion 7. At last, we have ' (Att,) &~ n(Att,). With a sim-



ilar idea, we can also simulate p, o n(Ajcth). The proof of
DP is standard and similar to the proof for PrivSyn and
AIM [14, 22]. The additional statistical distance from
standard Gaussian caused by MPC can be absorbed into
the O terms of approximated zCDP [5].

3.2 Secure Select-Measure

Our final protocol can compute an ideal functionality
that can compute all the two-way marginals and one-way
marginals, as well as the “Select” and “Measure” steps,
which is formally defined in Appendix B. To achieve
this, we combine the marginal estimation protocol and
the following steps to implement the “Select-Measure”
in the “Select-Measure-Generate” workflow. We discuss
two instantiations for PrivSyn and AIM separately.

Marginal Selection for PrivSyn. PrivSyn computes the
metric InDif,, = [Map — My x My + N(0,6%),1 <
a < b < m for each two-way marginals [22]. To com-
pute InDif in MPC, we need the secret shares of one-

—

way marginals. Note that we can compute (M,) by
(Mq[i]) = X5 (Map[ua i+ j]) and (Mp) by (My[f]) =
Y (IT/I(Lb [ug i+ j]) with only local addition of shares.

In the original definition of PrivSyn, all the marginals
are normalized into [0, 1]. Here, to ensure the correct-
ness, we compute the score in MPC as (InDif, ;) =

[(Map) - — (Ma) x (Mp)]|; + (N(0,62)), i.e., we mul-
tiply each entry of <|\7Ia7h> by n. At last, we can reveal all
the InNDifa,b to server P; and treat the selection on InDif
as the post-processing. After the selection, P; returns the

set of indexes for candidate two-way marginals X.

Marginal Selection for AIM. The computation cost
of utility socreq, = wap - [[Map — M;,b”l + @, for
AIM [14] is similar to PrivSyn, which is also O(ugup).
Because wg 5,0, 5 and I('/I’aJ] are all public values, it only
takes u,uy, times of secure absolute value computations.
However, selecting the final index x requires running an
exponential mechanism [8] in MPC. Previous work relies
on secure exponential operations [17]. In our instantia-
tion, we implement the report noisy max mechanism
in MPC to achieve the same result as the exponential
mechanism, thus avoiding the heavy secure exponential
operations. Specifically, we rely on a sub-protocol Iyt ap
to sample noise shares from the discrete Laplace distribu-
tion [7]. After adding noise, we search for the maximum
noise score (socrey) + g1 ap(0,b) and set X = {x}.

Measure. For x € X, we add noise the selected two-way
marginals as <|\7|x> — <Mx> +I14Gauss(02), where Iycauss
is a protocol to generate discrete Gaussian noise sample
in MPC [19]. The final output of our protocol is a set
of noisy two-way marginals sent to server P;. The later

“Generate” step can be done by P; as a post-processing,
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Figure 1: The communication overhead under different
number of rows n and two-way marginal size u, p.

without any MPC operations.

4 Experiment

We implement our protocol that computes the two-way
marginals in the MP-SPDZ framework [11], a library for
MPC in Python. We run all three servers P;,P,,P; on a
single server with Intel Xeon Platinum 8369B 2.7GHz,
Ubuntu 20.04, and 4GB memory.

We compare our protocol with two baselines, the CaPS
protocol in [17], our solution with Sort-and-count strat-
egy, and the improved Sort-and-count protocol with linear
communication sorting (Sort-and-count™). Our evalua-
tion is conducted on the Adult dataset, with 48,844 rows
of records. We use the first two columns, the domain
size of this two-way marginal is 485. We vary the size
of two-way marginal by manually splitting the domain
into subranges of size u € {100,200,300,400,485} and
vary the number of record n € {10%,103,10%,48,844} by
truncating the rows of the table.

As shown in Figure 1, both of our solutions signifi-
cantly outperform existing marginal estimation protocol
CaPS. Also, the overhead of our final protocol Sort-and-
count™ almost does not increase with domain size u,p,
which is consistent with our expected communication
complexity O(n). Therefore, we conclude that our pro-
tocol for secure marginal estimation concretely outper-
forms the existing method CaPS.
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A MPC Primitives

Secure Multiparty Computation (MPC) [10, 20] al-
lows a set of parties to jointly compute a function y =
f(Dy,...,Dy,) without revealing their inputs D; (1 <i <
m). After the computation, all the parties can only know
the result y. Currently, the two main paradigms to imple-
ment MPC are garble circuits [12, 16] and secret sharing
[4, 6]. In this paper, we focus on a secret sharing scheme
that offers better scalability in the multi-party setting.

Client-server Model. In this paper, we consider a clas-
sical way to enable privacy-preserving aggregation in
the distributed setting, which is called the client-server
model. In the client-server model, a set of clients owns the
private data and is only responsible for some lightweight
local computation. After creating the required inputs,
they secret-share their private data into several helper
servers. Upon receiving the private data (secret-shared)
from clients, servers jointly run an MPC protocol to ob-
tain the aggregation results. We assume the ground truth
table D is distributed over multiple clients and build our
system on three help servers Py, P>, Ps.

Security Model. We assume the help servers Py, P>, P3
are semi-honest and non-colluded. In this assumption,
a single corrupted server might attempt to infer the val-
ues in clients’ columns, but follows the execution of the
protocol. As for the clients, we first assume them to be
semi-honest and show how to extend the protocol to be
robust against malicious clients who might input invalid
values to break the correct execution and skewed random-
ness to violate DP protection. For the proof of security,
we rely on the ideal-real world paradigm [9] and work on
the hybrid model. The servers can access the sub-protocol

Functionality %y, 4inals2

Input: For 1 <i < m, client C; inputs the attribute
column Att;. The synthetic algorithm is PrivSyn or
AIM.

Size leakage: Upon receiving (QuerySize, ¢) from
the corrupted server P, send the length of columns
ntoP..

Marginal Estimation: Prepare the ground true
marginals.

1. For 1 < a < b < m, computes the two-way
marginal M, ;, over the value combinations under

U, % Uy, based on column pairs (Attg, Att).

2. For 1 < a < m, compute the one-way marginal
M, for each column Att,.

3. For 1 <i < m, compute the noisy one-way
marginal M; = M; + A (0,6°I) and send to P;.

Select: Select a subset of two-way marginals.

« PrivSyn: Compute InDif,;, = My, — M, x
My |1 + Mo, where Tg is a value sampled from
discrete Gaussian with standard deviation 6. Send
all the In Difal, to P and select a set of pairwise in-

dexes X based on the marginal selection algorithm
in [22].

* AIM: Apply exponential mechanism on I\H/Ia,;7 (for
1 <a < b <m)to select one pairwise index X =
{x}. The utility function is defined as u(a,b) =
Wap - [[Map— M/a,le + 0,5, where w, ; and O,

are public parameter defined in [14], I\7I'aAb is the
marginal on previously generated dataset.

Measure: Measure the selected two-way marginals.
For each selected pairwise index x € X, compute the
noisy two-way marginal M, = M, + 2( (0,6°I) and
send to Pj.

Figure 2: The ideal functionality Fy;,inap2 to select and
measure the two-way marginals. The final generation is
a post-processing executed by server Pj.

as a sub-functionality executed by a trusted party. We say
that a protocol is constructed in a f-hybrid model if it
accesses a sub-functionality f.

Linear Secret Shares. Our system is mainly built on the
linear secret share (LSS). Specifically, we use three-party
replicated secret shares [] on ring elements & . To share
secret value x, a client can choose three random elements
X1,%2,%3 € R.. The server P; receives tuple (x;,x; ), server
P, receive (xp,x3), and server P3 receive (x3,x1). We use



(x) to denote the secret shares of x. LSS requires no com-
munication for the addition with a public value a + (x),
multiplication with a public value a - (x), and addition of
two values (x) + (y). We also rely on three operations
that require communication among parties: the multipli-
cation of shares (x) - (y), equality test EQ({x), (y)), and
conditional swap MUX({(c), (x), (y)), which returns (x) if
condition {c) = (1) else (y).

B Full Ideal Functionality

In this section, we formally define the functionality
that achieves distributed “Select-Measure”. We also dis-
cuss alternative approaches to show why the functionality
should faithfully follow the “Select-Measure” process in
the centralized setting.
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